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The problem HLBL and SENNA vs 4lang

GOOD VERTICAL = features above the first line — antonymic relations are well

Mikolov [3] suggests safe out raise level captured by the embeddings Judgments under the three given embeddings and 4lang are

king — queen = male — female lpeace war tall S?O”rt - features below the second line — antonymic relations are highly correlated, see table 3. Unsurprisingly, the strongest

pleasure pain rise d . . . ..

. L e orth couth not captured by the embeddings correlation is between the original and the scaled HLBL results.
By commutativity: deond agttack <hallow deep - caused by size? Both the original and the scaled HLBL correlate notably better
king - male = queen — female = ‘ruler, gender unspecified’ conserve  waste | ascending descending Fmbedd; b d tual with 4lang than with SENNA, making the latter the odd one
But with function application: affirmative negative |superficial profound mbe Mg base OI{ conceptua out.

representation

Victoria = queen ¢ England and
Victor = king ¢ Italy

Table 1: Word pairs associated to features GOOD and VERTICAL HLBL HLBL SENNA 4lang

original scaled

« Input: a graph

= nodes are concepts

Test

If the function application operator @ is simply another vector

to be added to the representation, the same logic would vyield | | - A — Biff B is used in.the definition of A | HLBL original 1 0921 0.25 0.458
that Ttalv is the male counternart of female Enoland « For k pairs x;,y; we are looking for a common vector a = base vectors are obtained by the spectral clustering method HLBL scaled I 023 0.529
y P Slalt. such that pioneered by [6]: SENNA 1 0.196
Overview = the incidence matrix of the conceptual network is replaced by an Alang 1

Xi—yYi~a

affinity matrix whose 77-th element is formed by computing the Table 3: Correlations between judgments based on different embeddings
cosine distance of the 7th and jth row of the original matrix, and

= the first few (in our case, 100) eigenvectors are used as a basis.

« Find argmin, Err

We introduce a new 100-dimensional embedding obtained by ,
Err =[x —y; - all

spectral clustering of a graph describing the conceptual struc-
ture of the lexicon. We use the embedding directly to investi-
cate sets of antonymic pairs, and indirectly to solve the prob-
lem outlined above by treating @ and © not as a vectors but
as transformations.

Application

« a word w; in the basic vocabulary is included in the graph

= argmin, fyrr is actually the arithmetic mean of the vectors and corresponds to a base vector b;

Xi—Y:
« Is the minimal Err any better than what we could expect
from a bunch of random x; and y;?

« the dictionary-based embedding enables us to investigate

= for other words w in the dictionary, we take the definition the function application issue

of any word w in the Longman Dictionary of Contemporary
English, we form V' (w) as the sum of the b; for the w;s that
appeared in the definition of w (with multiplicity)

= asymmetric expressions: john HAS dog, dog HAS john

« 4lang: a semantic representation in which predicates have

Lexical decomposition
at most two arguments

« 100 random pairings of the words to estimate the error
distribution, computing the minima of

- stopwords: the 19 most frequent words « two transformations 77 and 75 to regulate the linking of

arguments
James kills  James is agent  V (James)+T1V (kill)

kills James — James is patient V (James)+T5V (kill)
= distinguish agent and patient relatives as in the man that
killed James versus the man that James killed.

The standard model of lexical decomposition 2] divides lexical
meaning in a systematic component, given by a tree of (gen-
erally binary) features, and an accidental component they call
the distinguisher.

/ / 2
Errrand = Z ||Xi — Y~ a||
?

« Is the error of the correct pairing, Err at least 2 or 3
standard deviations (o) away from the mean of Err,q,q?

To test the hypothesis, we associated antonymic word pairs
(i, y;> from WordNet [4] to 26 classes e.g. END /BEGINNING,
GOOD/BAD, ...:

Table 2: Error of approximating real antonymic pairs (Err), mean and standard deviation (m, o) of error with 100 random pairings, and the ratio r =

for different features and embeddings

| Err—m)|
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